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Abstract: This study aims to analyze the sentiment of Grab application user 

reviews using the Naïve Bayes algorithm. In conducting the analysis, how well 

the Naïve Bayes algorithm can analyze Grab application user review data. Thus, 

this process refers to the elements that affect the accuracy of the Naïve Bayes 

analysis. to analyze the sentiment of Grab application user reviews using the 

Naïve Bayes algorithm. Thus, it not only evaluates the accuracy of the Naïve 

Bayes method, but also considers the problem of imbalanced class, because in 

reality not all datasets can be accessed perfectly. To consider the problem of data 

imbalance, this study requires the Adaptive Synthetic Sampling or ADASYN 

technique which is used in machine learning to overcome the problem of class 

imbalance in the dataset. The tools used in processing the algorithm in the 

method and conducting the analysis use Google Colab. This study focuses on the 

classification of positive and negative sentiments from user reviews taken by the 

scraping process from the Google Play Store platform. The analysis process 

involves data preprocessing, including tokenization, stemming, and word 

weighting, to improve the accuracy of sentiment classification. Based on the 

results of this study, the Naïve Bayes model sought an accuracy result of 85.33%, 

the precision result obtained was 80.55% and the recall result in this research test 

was 79.09%, from these results by implementing calculations using a confusion 

matrix and dividing the data into testing data and training data. 
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Introduction 

The Grab application has become one of the most popular transportation and delivery 

services in various countries, including Indonesia, with 13.8 million users providing diverse 

reviews about their experiences. This review analysis highlights the ability of algorithms to 

identify user satisfaction levels by classifying sentiments in Grab app reviews. Specifically, 

it examines how well the Naïve Bayes algorithm can analyze user review data to classify 

sentiments as positive or negative. Evaluating the accuracy of this method is crucial, given 

the need for precise sentiment classification results to support strategic corporate decisions, 

whether in service improvement or reputation management. Therefore, this study focuses 

on evaluating the performance of the Naïve Bayes algorithm on Grab review 

data(Muhamad Anton Permana1), 2023). As a solution for understanding user perceptions 

and experiences, this research focuses on elements that influence the accuracy of Naïve 
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Bayes analysis, such as selecting appropriate text features, data preprocessing, and handling 

words with ambiguous meanings or complex emotional connotations in the Indonesian 

language (Aji, 2023). The preprocessing and feature selection processes, including 

techniques such as stemming, tokenization, and word weighting, are expected to provide 

solutions for enhancing performance. 

Thus, this study not only evaluates the accuracy of the Naïve Bayes method but also 

addresses the issue of imbalanced classes. In reality, not all datasets can be perfectly 

accessed, especially when dealing with raw data obtained directly through observation or 

primary data collection. This issue is evident in previous research that faced challenges 

related to datasets with disproportionate class distributions, known as imbalanced classes. 

The imbalance in the number of data points available for training the model between one 

class and another can lead to skewed classification results, impacting overall model 

performance(Pratama et al., 2022). To address the issue of data imbalance, this study 

incorporates the use of Adaptive Synthetic Sampling (ADASYN), a machine learning 

technique designed to handle class imbalance problems in datasets (Kustanto, 2021). 

The use of the Naïve Bayes algorithm for sentiment analysis in this study offers a more 

accurate and objective approach to classifying user reviews into positive and negative 

categories. This algorithm is capable of handling large volumes of review data automatically 

and has demonstrated high accuracy in previous studies (Lestari & Saepudin, 2021). Manual 

analysis alone is not feasible for processing such large volumes of data. Therefore, this study 

aims to provide a more accurate evaluation of the Grab application based on real user 

experiences (Hyuningtyas, 2023). This approach offers a comprehensive overview of the 

application's quality through genuine reviews. The researchers suggest that the Naïve Bayes 

algorithm holds significant potential for sentiment analysis of user reviews for the Grab 

application, as it demonstrates reliable accuracy in sentiment classification. To further 

enhance its performance, the method requires effective preprocessing steps and feature 

selection techniques, such as tokenization, stemming, and appropriate word weighting. The 

variables influencing the performance of the Naïve Bayes algorithm in sentiment analysis 

are critical in determining whether they can improve sentiment classification outcomes. 

With proper implementation, this algorithm can provide an efficient solution for companies 

to understand user perceptions of their services (Rexie, 2023). This study is expected to serve 

as a foundation for further development in utilizing the Naïve Bayes algorithm, as well as 

other methods, to enhance sentiment analysis accuracy within the online transportation 

industry (Hermanto, 2020). 

This study aims to analyze user perceptions of the Grab application based on reviews 

provided on the Google Play Store by categorizing these reviews into positive and negative 

sentiment groups. Additionally, it seeks to evaluate the performance of the Naïve Bayes 

algorithm in conducting sentiment analysis, including measuring the accuracy of the 

algorithm in classifying user reviews by sentiment. Furthermore, the research aims to 

develop additional indicators for assessing the quality of online transportation applications 

by utilizing sentiment analysis as an alternative or complement to traditional metrics, such 

as star ratings and download numbers (Ernawati, 2020). Lastly, the study seeks to uncover 
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insights from user reviews, such as specific criticisms, suggestions, and complaints, which 

are often overlooked in star-based assessments, thereby providing a deeper understanding 

of user experiences. 

 

Methodology 

The data used in this study consists of textual data in the form of user reviews of the 

Grab application obtained from the Google Play Store platform. This data is qualitative in 

nature, as it comprises written comments that reflect users' opinions, evaluations, and 

experiences with the Grab app. Each review contains text expressing user sentiments, such 

as complaints, praise, or suggestions, often accompanied by a numerical rating (stars). The 

data will undergo sentiment analysis, where reviews are classified into positive and 

negative sentiment categories (Putri, 2020). The process will also involve data extraction and 

preprocessing, including the removal of irrelevant words and text normalization, to 

facilitate the analysis. 

The data used in this study consists of a collection of user reviews of the Grab 

application from the Google Play Store. These reviews include text containing users' 

opinions about their experiences with the Grab service, which were obtained through a data 

scraping process, along with star ratings given as evaluations of the app. The textual data 

covers a range of sentiments, including positive comments appreciating the app's features 

and services, as well as negative comments containing complaints or issues experienced by 

users. The data was collected over a specific time period to ensure adequate variation and 

representation. Additionally, for sentiment analysis using the Naïve Bayes method, the 

review data will undergo preprocessing steps such as punctuation removal, stopword 

elimination, and text normalization to ensure the model can process and classify sentiments 

more accurately (Mussalimun, 2021). 

This study will go through several stages, organized systematically and progressively. 

The sequence of research processes includes every step necessary to achieve the research 

objectives, from data collection to result analysis. Each stage will be described in detail in 

the methodology section, providing a clear understanding of the workflow used, followed 

by testing with the Naïve Bayes algorithm. 

The process begins with scraping review data. After the data is obtained, a dataframe 

will be created from the collected dataset, which consists of user reviews, including review 

ratings. This data will be gathered from the Play Store, ensuring diversity and 

representativeness. Next, the labeling process will convert the review rating values into 

positive and negative sentiments (Habal, 2023). After obtaining sentiment values, the data 

preprocessing step will be carried out, including tokenization, stopword removal, and 

stemming, to prepare the text to be cleaner and more structured. 

Subsequently, a vectorization technique, such as Term Frequency-Inverse Document 

Frequency (TF-IDF), will be used to convert the text into a numerical representation that can 

be understood by the Naïve Bayes algorithm. Once the data is ready, the Naïve Bayes model 

will be applied to classify the sentiment of the reviews. The data will be split into training 

and testing datasets. The training data will then be used to calculate the probabilities of each 
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sentiment class based on the words in the reviews. The following are the stages of research 

used in this study, as outlined below: 

 

 
Figure 1. Research Methodology 

In this study, data was collected using the scraping technique, utilizing the 

google_play_scraper library, which allows for the automatic extraction of Grab app reviews 

from the Google Play Store. The data collection process took place on October 14, 2024, with 

the goal of obtaining a large volume of data quickly and efficiently. This technique was 

chosen because it minimizes errors that often occur in manual data collection and ensures 

the data is more accurate and organized. After the data was successfully collected, the next 

step involved labeling the sentiment of the reviews based on the ratings given by users. 

Reviews with ratings below 4 were labeled as negative, while those with ratings of 4 or 

higher were labeled as positive. Out of the 1,500 reviews collected, 558 were identified as 

positive, and 942 as negative (Pratmanto, 2020). 

Next, the collected data underwent a preprocessing process to ensure better data 

quality and readiness for analysis. This process was carried out using Google Colab to 

facilitate and speed up the data processing. The preprocessing stage included several steps, 

such as data cleaning and text normalization. One of the text normalization steps is case 

folding, which converts all letters to lowercase to avoid unnecessary differences between 

uppercase and lowercase letters (Durachman, 2024). Then, data cleaning was performed to 

remove irrelevant content, such as URLs, emoticons, and non-alphanumeric characters, 
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ensuring the data is cleaner and ready for further analysis. Finally, the cleaned data 

underwent tokenization, where the text was broken down into smaller tokens, such as words 

or phrases, that can be analyzed by the algorithms used in this research. All these steps are 

aimed at improving the accuracy and efficiency of sentiment analysis for Grab app reviews. 

 

Result and Discussion 

Dataset 

The dataset in this study consists of data collected from the Grab app on the Google 

Play Store using the web scraping technique. The data was downloaded on October 14, 2024, 

from the application with the ID ‘com.grabtaxi.passenger’. The collection process involved 

scraping essential elements such as ratings and user reviews. Web scraping was selected 

because it allows for the automatic and efficient gathering of large amounts of data, 

resulting in 1,500 reviews along with their corresponding ratings, which served as the 

foundation for the analysis (Mustopa, 2020). 

Following data collection, the gathered data underwent a preprocessing stage to 

ensure quality and consistency before being used in the analysis model. After data selection, 

only the review content and sentiment were retained, leading to a final dataset consisting of 

1,500 entries, with 558 positive sentiments and 942 negative sentiments. This dataset 

effectively represents user perceptions of the Grab app on the Google Play Store and can be 

utilized to build accurate predictive or analytical models. 

Table 1. Dataset Collection 

Query Data Scraped Sentiment 

‘com.grabtaxi.passenger’ 1,500 Positive   
Negative 

Testing Process 

In the sentiment analysis testing of Grab app reviews, the Naive Bayes method was 

utilized, with Google Colab serving as the platform for the tests. User review data was used 

as input for the sentiment analysis model, with the objective of classifying the sentiment of 

each review as either positive or negative. Google Colab was chosen because it provides a 

cloud-based programming environment that allows Python code execution with access to 

reliable computational resources. 

Before testing, the review data, which had undergone preprocessing steps such as text 

cleaning, removal of stopwords, and stemming, was transformed into numerical 

representations using vectorization techniques like TF-IDF (Term Frequency-Inverse 

Document Frequency). Following this, the Naive Bayes algorithm was applied as the main 

classification method (Shanmugapriyaa, 2023). Naive Bayes was selected due to its 

effectiveness in handling large text datasets with inter-feature relationships, enabling quick 

and accurate classifications. 

In the testing phase, the dataset was split into training and testing data. The training 

data was used to train the model to recognize sentiment patterns in the text. After training, 

the testing data was used to assess the model’s performance using evaluation metrics such 

as accuracy, precision, and recall. The results from this Google Colab-based testing provided 
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insights into how well the Naive Bayes model could identify positive and negative 

sentiments in user reviews of the Grab app, as well as its accuracy in predicting sentiments 

for new reviews. 

 

Testing Results 

In this testing process, the Python programming language was used, and the Naive 

Bayes algorithm was applied with Google Colab as the tool for processing the tests. The 

confusion matrix results from using the Naive Bayes model are presented below: 

Table 2. Confusion Matrix Results 

Predicted Data Negative Positive 

Negative 169 23 

Positive 21 87 

The values in the confusion matrix represent the classification results: 87 true positive 

(TP) values, 169 true negative (TN) values, 21 false positive (FP) values, and 23 false negative 

(FN) values. These values were used to calculate the following evaluation metrics: 

Accuracy 

The accuracy of the Naive Bayes model in this test was 85.33%, as calculated below: 

Accuracy = (TP + TN) / (TP + TN + FP + FN) = (87 + 169) / (87 + 169 + 21 + 23) = 256 / 300 = 

0.8533 = 85.33% 

Precision 

The precision of the model was calculated as 80.55%, as shown below: 

Precision = TP / (TP + FP) = 87 / (87 + 21) = 87 / 108 = 0.8055 = 80.55% 

Recall 

The recall for the model was 79.09%, calculated as: 

Recall = TP / (TP + FN) = 87 / (87 + 23) = 87 / 110 = 0.7909 = 79.09% 

The overall evaluation results from the confusion matrix and the calculation of accuracy, 

precision, and recall using the Naive Bayes model, along with the ADASYN (Adaptive 

Synthetic Sampling) technique for the confusion matrix calculation, are summarized in the 

table below: 

Table 3. Testing Data Evaluation Results 

Accuracy Precision Recall 

85.33% 80.55% 79.09% 

 

Sentiment Classification Results 

The sentiment analysis classification results are based on the testing model used in this 

analysis. The following represents the distribution of reviews according to their sentiment 

classification from the Grab app reviews. 



Jurnal Komputer, Informasi dan Teknologi Vol: 4, No 2, 2024 7 of 10 

 

 

 

https://penerbitadm.pubmedia.id/index.php/KOMITEK 

Figure 2. Sentiment Review Distribution 

From the graph shown, it can be concluded that, out of the 1500 Grab app reviews 

tested, there were 942 negative sentiments and 558 positive sentiments. This indicates that 

the number of negative reviews significantly outweighs the number of positive reviews. 

This suggests that the majority of users tend to provide less favorable feedback. 

Google Colab Output Results 

The following are the results of the calculations performed using the Naive Bayes 

algorithm in Google Colab, which yielded the accuracy, precision, and recall values shown 

in Figure 3. The results from the manual calculations using formulas and the algorithmic 

computation are consistent, confirming that the Naive Bayes model's outputs align with the 

manually derived metrics. 

Figure 3. Naive Bayes Algorithm Output 

Based on the results from the confusion matrix, the model is able to correctly classify 

the majority of data, both for positive and negative classes. However, there are still some 

cases of false positives and false negatives. The relatively high accuracy value (85.33%) 

indicates that the model performs well overall in classifying the data. The high precision 

value (80.55%) shows that when the model predicts a review as positive, it is likely to be 

correct. The slightly lower recall value (79.09%) suggests that the model may miss some 

positive reviews, which could be a concern if the main goal is to identify all positive reviews. 

The graph showing the sentiment distribution of reviews reveals a significant imbalance 

between negative and positive classes, with negative reviews dominating. This indicates 

that most users tend to leave negative feedback (Al-Hagree, 2022). 

The Naive Bayes model developed demonstrates good performance in classifying 

sentiment in Grab app reviews. The use of the ADASYN technique helped address the data 
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imbalance issue, allowing the model to perform better for the minority class (positive). The 

high precision value indicates that the model is reliable in identifying actual positive 

reviews. However, the slightly lower recall suggests that the model needs further 

improvement to capture all positive reviews. The developed model can serve as a tool to 

monitor customer sentiment periodically, enabling the company to identify emerging 

trends and issues and take corrective actions. Although the model has provided good 

results, there is still room for improvement. For example, experimenting with other 

algorithms or fine-tuning parameters could potentially enhance the model's performance 

(Kristiyanti, 2020). 

 

Conclusion  

The Naïve Bayes algorithm has proven to be effective in classifying the sentiment of 

Grab app user reviews, achieving an accuracy of 85.33%. This indicates the strong potential 

of the model in performing sentiment analysis, particularly in automatically identifying 

both positive and negative reviews. The high precision value (80.55%) suggests that 

predictions for positive reviews tend to be accurate. However, the slightly lower recall value 

(79.09%) indicates that some positive reviews may be missed, which could impact the 

model's overall ability to identify all positive reviews. The preprocessing steps, such as 

tokenization, stemming, and word weighting, play a critical role in enhancing the model’s 

performance. These steps help the algorithm understand the meaning and context of each 

word, especially in Indonesian, where words can have varied meanings and emotional 

connotations (Maheswari, 2019). 

Additionally, the use of the ADASYN technique has been effective in addressing the 

data imbalance, making the model more responsive in detecting the minority class (positive 

reviews). Although the model demonstrates good performance, limitations such as false 

positives, false negatives, and the lower recall for positive reviews still exist. Therefore, 

further research is recommended to explore alternative methods or optimize parameter 

tuning to enhance the model's performance. Other algorithms could also be explored to 

compare results with Naïve Bayes (Abdulameer, 2024). 
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